
  

 

Abstract—The efficiency of processing queries in an 

embedded database is critical for the system performance. The 

principal mechanism through which an embedded database 

maintains an optimal level of performance is the database query 

optimizer. It reduces the response time of a given query and the 

total time of processing queries. Nevertheless, because of the 

optimizer’s importance to the robustness and flexibility of an 

embedded database, we outline the embedded database query 

optimization by generating an optimal query processing plan. 

In this paper, an approach is presented which is able to generate 

an optimal query processing plans for a given user query. The 

approach uses dynamic programming to determine optimal 

query plans for a given query. 

 
Index Terms—Embedded databases system, optimization, 

query plan, query cost. 

 

I. INTRODUCTION 

In the last years the deployment of embedded real-time 

systems has increased dramatically. At the same time, the 

amount of data that needs to be managed by embedded 

real-time systems is increasing, thus requiring an efficient 

and structured data management. Hence, database 

functionality is needed to provide support for storage and 

manipulation of data in embedded real-time systems. 

However, a database that can be used in an embedded 

real-time system must fulfill requirements both from an 

embedded system and from a real-time system, i.e., at the 

same time the database needs to be an embedded and a 

real-time database [1]. The main objectives for an embedded 

database are low memory usage, i.e., small memory footprint, 

portability to different operating system platforms, efficient 

resource management, e.g., minimization of the CPU usage, 

ability to run for long periods of time without administration, 

and ability to be tailored for different applications. In 

addition, development costs must be kept as low as possible, 

with short time-to-market and reliable software. 

An embedded database is an integral part of such 

applications or application infrastructures. Unlike traditional 

DBMSs, database functionality is delivered as part of the 

application or application infrastructure. These databases run 

with or as part of the applications in embedded systems [2]. 

Embedded databases provide an organized mechanism to 

access large volumes of data for applications. Instead of 
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providing full features of traditional DBMSs, such as 

complex query optimization and handling mechanisms, 

embedded databases provide minimal functionality such as 

indexing, concurrency control, logging, and transactional 

guarantees. It is actually a broad technology category that 

includes: database systems with differing application 

programming interfaces (SQL as well as proprietary, native 

APIs); database architectures (client-server and Peer-to-Peer); 

storage modes (on-disk, in-memory, and combined); 

database models (relational-oriented, object-oriented), [2]. 

Nowadays, there are many embedded databases on the 

market, but, they vary widely from vendor to vendor. 

Existing commercial embedded database systems, e.g., 

Polyhedra, RDM, Velocis, Pervasive, SQL, Berkeley DB, 

and TimesTen, have different characteristics and are 

designed with specific applications in mind. They support 

different data models, e.g., relational vs object-oriented 

model, and operating system platforms. Moreover, they have 

different memory requirements and provide different types of 

interfaces for users to access data in the database. Application 

developers must carefully choose the embedded database that 

their application requires, and find the balance between the 

functionality an application requires and the functionality 

that an embedded database offers. Thus, finding the right 

embedded database, in addition of being a quiet time 

consuming, costly, concurrency control, transaction 

scheduling, and logging and recovery. 

The rest of the paper is organized as follows. Section II 

presents some related works to the embedded databases. 

Section III presents the background of our approach within 

the heuristic used and the method which is dynamic 

programming. Section IV discusses the approach for query 

plan generation. Finally, the conclusion is provided in 

Section V. 

 

II. RELATED WORKS 

We present some works dealing with embedded and 

real-time systems. ODEA [3] is a platform for the embedded 

applications to achieve the QoS metrics which are the 

timeliness of transactions and the temporal freshness of data 

but not totally guaranteed. It adds an object-manager module 

that provides the organization of the main memory, the 

creation and deletion of RT objects and the concurrency 

control for these objects. Anti-Caching [4], the authors 

implement a prototype to overcome the restriction that all 

data fit in main memory where cold data is moved to disk and 

hot data stays in main memory, where the main memory is 

the primary storage device not the disk like the traditional 

DBMS. Data are stored even in the memory or in the disk not 

like the traditional DBMS, data can be in the memory and the 
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disk. QeDB (Quality-aware real-time Embedded DataBase) 

[5] is a database for data-intensive real-time applications 

running on embedded devices where not all the data can be fit 

into main-memory. QeDB is an extension of Berkeley DB. It 

has been designed to improve and support the QoS in the 

embedded applications, which are the timeliness of 

transactions and the freshness of data by using a novel 

feedback control technique [6] and exploiting Multiple 

Input/Output (MIMO) operations. eXtremeDB Fusion [7] is a 

solution for military and aerospace, it is a small footprint 

embedded real time DataBase for MilAero 

(Military-Aerospace). Also used in other various fields such 

as: control flights, fusion of sensor data, radio, 

telecommunications and driver support… eXtremeDB 

Fusion offers a small code pattern (50K) with advanced 

features by providing: high availability of data; hybrid 

storage data from the memory and disk. SQLite [8] is an 

open-source embedded relational database to meet the needs 

of embedded systems which is small, fast, simple, reliable 

and easy-to-port. SQLite has such special advantages such as 

powerful, fast, simple interface as well as small footprint, 

easy to control without any external dependencies and no 

setup or administration needed so it's especially suitable for 

applications in embedded environment. SQLite transactions 

are Atomic, Consistent, Isolated, and Durable (ACID 

Properties). 

In [9], the authors optimize SQLite COMMIT strategy by 

using the FileManager to optimize the response time of 

transactions. Also, to reduce the frequency of executing 

COMMIT by wrapping up necessary sequences in one 

transaction:  

1- Wrap all sequences of SQL statements during mobile 

device connection initial. 

2- Wrap all sequences of SQL statements for transferring 

each file. FileManager is an application program that 

manages file storing and provides file-searching service. It 

stores files and database files in the Flash Cards. The users 

transfer files to the Flash Cards. At this time, the mobile will 

update related information into the database which is stored 

in the flash memory. 

LGeDBMS [10] is a small DBMS for mobile embedded 

system with flash memory. It has been designed to meet those 

features: 

1- Optimized to flash memory with LFS design principle, 

2- Compact size suitable for consumer electronics 

appliances, 

3- Transaction process based on flash memory 

characteristics. 

The LGeDBMS process makes only an atomic and durable 

update operation to reduce as possible the unnecessary 

management cost. To be resist for a system crash, LGeDBMS 

uses a PID mapping table visioning scheme for 

logging/recovery. However, LGeDBMS method reduces the 

number of I/Os by writing a final PID mapping table than 

writing a log for each data change. Embedded RFID 

Middleware [11] is software intermediate between the 

embedded system software (embedded operating system, 

embedded database) and application software. It uses the 

functions and services offered by embedded operating system 

in goal to provide the development environment for the 

application. Embedded RFID middleware is designed to deal 

the limits of embedded systems, which are: power 

consumption optimization of embedded system software; 

Real-Time support; and limited resources (it must have a 

complete control of resources, design optimization algorithm, 

and control the use of resources). In [12], the authors propose 

an algorithm to optimize the embedded query by using a 

practical swarm optimization (PSO). The previous version of 

PSO finds at each iteration 2 solutions, pbest (fitness 

achieved till current iteration) and gbest (global best solution). 

Based on this, the authors design a new version of PSO, 

which is named "dynamic PSO algorithm". 

A. Embedded Database System 

The database engine is the boss control module of the 

database system, its main function is to achieve global 

control and ensure the correctness and efficiency of the work. 

It monitors the database during all operations, control the 

allocation and management of resources. Data access module 

implements all the basic operations on the base table, which 

is the core of the operating system to achieve database 

module. Its functions: 

 Find a record based on property values. 

 Find records using the relative position. 

 Add a record to a base table. 

 Delete a record from the base table.  

 Modify a record and write a result back to the base 

table.  

Database maintenance module is used to backup and 

restore the database if it is necessary.  

We will implement NoSQL embedded database. NoSQL 

[13]-[15] is a new solution embedded database introduced 

and began in 2009 and is growing rapidly, still till now 

evaluated and contributed new types and versions of 

embedded databases. It is designed to address some of the 

points: being non-relational, distributed, open-source and 

horizontal scalable. NoSQL means not only SQL. NoSQL 

characteristics: schema-free and less, easy replication support 

and distribution, simple API, Queries need to return answers 

quickly, mostly query and few updates, asynchronous inserts 

and updates, eventually consistent / BASE (ACID transaction 

properties are not needed), Large data volumes, CAP 

Theorem (Consistency, Availability, Partition tolerance). 

Consistency means all nodes see the same data at the same 

time and a set of operations has occurred all at once. 

Availability means that node failures do not prevent 

survivors from continuing to operate and every operation 

must terminate in an intended response. Partition tolerance 

means that the system continues to operate despite arbitrary 

message loss and the operations will complete even if 

individual components are unavailable. NoSQL Databases 

Types: 

 Column Store: each storage block contains data from 

only one column, 

 Document store: stores documents made up of tagged 

elements, 

 Key-value store: is a hash table of keys. 

 

III. BACKGROUND 

As the data required to process the user query existing in 

various relations, there is a need to process a query plan that 
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has an optimal cost. The query processing cost will be 

cheaper if the numbers of query’s relations are low and 

concentrations of data queried on the relations are higher. 

This happens because cost of transmission of data from 

different relations will be higher if numbers of relations are 

bigger. When the numbers of relations used are less, then 

sending of data will not be required as much. There are many 

issues in query plan generation which use the iterative 

improvement and simulated annealing algorithms to produce 

used an optimal hybrid genetic based approach to resolve the 

real-time scheduling of embedded systems with optimization. 

Also, in [18] authors take the genetic algorithm as a method 

to solve this problem of finding an optimal query plan in their 

work. Our new original proposed work uses the two 

heuristics defined in [18] with a proposition of a new one. 

A. The Heuristic 

The first heuristic works on number of relations required to 

answer the user query. Lesser the number of relations 

involved in query processing, lesser will be the 

communication between the relations. As a result, query 

processing will be efficient. Second heuristic works on the 

concentration of data queried on the relations. There will be 

many valid query plans having low number of relations but 

will be preferred which are having higher number of data 

queried on the relations. Based on these two heuristics and 

the Query Proximity Cost (QPC) given in [18], we will 

propose a new version of this QPC as the following 

expression demonstrates: 

∑
𝑅𝑖

𝑁
(1 −

𝑅𝑖

𝑁
)

𝑀

𝑖=1

 

where M is the number of relations accessed by the query 

plan, 𝑅𝑖 is the number of times the 𝑖𝑡ℎ relation is used in the 

Query plan and N is the number of data queried by the query. 

The QPC varies from 0 to (N-1)/N, where Zero specifies that 

all the data queried by the queries, resides in the same relation 

and therefore will be the closest. On the other hand, (N-1)/N 

specifies that each of the data queried by the query, resides in 

different relations and therefore are the least closest. The 

query plans having less QPC are generated using dynamic 

programming, which is discussed next. 

B. Dynamic Programming 

This algorithm is developed in IBM’s System R project 

[19] and it is used in almost all commercial database products 

[20]. It works in bottom-up way by building more complex 

sub-plans from simpler sub-plans until the complete plan is 

constructed. In the first phase, the algorithm builds access 

plan for every relation in the query. Typically, there are 

several different access plans for a relation. In the second 

phase, the algorithm finds all two-way join plans using the 

access plans as building blocks. Again, the algorithm would 

find alternative join plans for all relations. The algorithm 

executes in this way until it has enumerated all n-way join 

plans, and those plans are passed by the “finalizePlans” 

function to become full plans for the query. The beauty of the 

dynamic programming is that inferior plans are pruned. This 

is carried out by the “prunePlan” function. 

 

IV. THE PROPOSED APPROACH 

The dynamic programming algorithm is adapted to query 

plan generation problem. The dynamic programming 

algorithm for query plan generation is shown below. This 

algorithm takes relation-data matrix and relation participating 

in the FROM clause of the SQL query as input and produces 

optimal query plan as output. 

INPUT: Relation-Data matrix and relations participating 

in the FROM clause of the query 

OUTPUT: Optimal plan with minimum cost. 

Method: 

Step 1: Find all possible access paths of the relations of q; 

Step 2: Evaluate QPC of each query plan based on 

closeness; 

∑
𝑅𝑖

𝑁
(1 −

𝑅𝑖

𝑁
)

𝑀

𝑖=1

 

Step 3: compare their cost and keep the least expensive and 

pruned the others; 

Step 4: Add the resulting plans into set D; 

Step 5: For i=1 to number of joins in q do; 

Step 6: consider joining the relevant access paths found in 

previous iterations using all possible join methods;  

Step 7: compare the cost of the resulting plans and keep the 

least expensive then pruned the others;  

Step 8: Add the resulting plans into set D; 

Step 9: end for; 

Step 10: Return Optimal Plan; 

Where q is the query 

A. Proof 

As an example, we will consider the following query: 

Select D1, D2, D3, D4 

From R1, R2, R3, R4 

where R1.D1=R2.D2 AND R3.D3=R4.D4 

R1, R2, R3, R4 are the relations crossed by the query. To 

answer the query, it requires four data D1, D2, D3, and D4. 

Therefore, the length of query plan is four. The query plans 

are constructed by the relations containing the data in the 

SELECT clause. We assume the relation-data matrix given 

below: (see Table I). 

 
TABLE I: RELATION-DATA MATRIX DESCRIPTION 

Relation-Data Martix 

R1 

R2 

R3 

R4 

D1  D3  D7  D9 

D1  D6  D4  D2 

D1  D5  D8  D4 

D1  D3  D4  D2 

 

This matrix gives an overview of the relations and the data 

it contains. Relation 1 (R1) contains Data 1, Data 3, Data 7 

and Data 9. Relation 2 (R2) contains Data 1, Data 6, Data 4 

and Data 2. Relation 3 (R3) contains Data 1, Data 5, Data 8 

and Data 4. Relation 4 (R4) contains Data 1, Data 3, Data 4 

and Data 2.  

We will present some of possible query plans. 
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TABLE II: RELATIONS DESCRIPTION

Query Plans

1  3  4  2

3  3  4  2

1  1  1  3

1  1  4  4

D1 at R1, D2 at R3 , D3 at R4, D4 at R2

D1 at R3, D2 at R3 , D3 at R4, D4 at R2

D1 at R1, D2 at R1 , D3 at R1, D4 at R3

D1 at R1, D2 at R1 , D3 at R4, D4 at R4

The number of possible query plans is

NR1*NR2*NR3*NR4 where NRi is the number of relations 

containing the ith data. In this example; it is (4*4*4*4) valid 

query plans. For the query plans given in Table II, the first 

one involves four (4) relations, the second one involves three 

(3) relations, whereas the third and fourth involve two (2) 

relations. The third query plan has three data residing in 

relation 1 and a data residing in relation 3, this implies that 

this query plan has a higher concentration of data at the 

relation 1. So, it would be considered more optimal than the 

other query plans.

For the query plan given previous, we will introduce their 

QPC below:

TABLE III: QUERY PROXIMITY COST VALUES

Query 

Plans

Query Proximity Cost QPC 

Value

[1,3,4,2] 1/4(1-1/4)+1/4(1-1/4)+1/4(1-1/4) 9/16

[3,3,4,2] 2/4(1-2/4)+1/4(1-1/4)+1/4(1-1/4) 5/8

[1,1,1,3] 3/4(1-3/4)+1/4(1-1/4) 3/8

[1,1,4,4] 2/4(1-2/4)+ 2/4(1-2/4) 1/2

As we can see in Table III, query plan 3 is the most optimal 

followed by query plan 4, then query plan 2, and the query 

plan 1 is the most expensive because it involves more number 

of relations participating in the query plan. So, less number of 

relations in the query plan gives less QPC and more optimal 

query plan.

This approach presents several advantages over other 

technologies in the sense that is easier to structure the data to 

specific real-time needs. The design is closer to the 

implementation and development is very simple and it is 

easier to modify processing and evolve data structures. 

Nonetheless, our proposed approach suffers from some 

drawbacks, including difficulty expressing integrity of the 

real-time constraints in embedded databases and difficulty in 

installation. We will work hardly in the next issues in order to 

handle these difficulties.

V. CONCLUSION

This paper focuses on the problem of embedded database 

query optimization, which is of great importance in 

embedded database system design. In this paper, an 

algorithm is proposed based on dynamic programming to 

generate query processing plans with the required data. This 

is done by formulating the query processing plan generation 

problem as a single-objective dynamic programming which 

the objective is to find an optimal query plan with minimum 

QPC. This query plan generated involves minimum number 

of relations to answer the user query. However, we are 

planning to develop a better solution during our future works. 

Moreover, we want to apply the proposed technique to big 

data centers.
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