
  

  

Abstract—Currently, cancer has become a common disease 

which afflicts the survival of people.  Lung cancer is one of the 

cancer types for which early intervention and detection is 

especially significant. If the lung cancer is detected in the initial 

stages, it is easy to save the lung cancer patients from the peril 

of death. In this way, numerous early detection or prediction 

techniques are being researched and utilized in the battle 

against the lung cancer. Cancer is the main cause of death for 

the people who belong to all age groups. Early identification of 

the lung cancer can be useful in curing the lung disease 

completely. So the prerequisite of techniques to detect the 

occurrence of cancer is increasing. Prior analysis of the lung 

cancer saves huge incidents of lives to avoid other extreme 

issues abruptly causing deadly ends. Its prediction and cure rate 

depend basically on the early detection and analysis of the 

disease. One of the most common types of medical malpractices 

internationally known is blundering in the pre-determination of 

the disease. Information discovery and data mining have 

tracked down various applications in business and scientific 

areas. Important information can be discovered from the 

application of data mining techniques in a healthcare 

framework. In this paper, Adaboost algorithm is proposed and 

used to predict the lung cancer, and to find the classification 

accuracy in Computer Tomography (CT) Lung Images.  

 
Index Terms—Adaboost, prediction, classification, CT 

images, data mining, detection, lung cancer.  

 

I. INTRODUCTION 

  Cancer is a potentially life-threatening disease across the 

world. Millions of people are being affected by cancer every 

day. According to the World Health Organization, 8.2 million 

people have been affected by this disease. Typically, the 

human organs such as lung, liver, skin, colon, and bosom of 

stomach are affected by cancer. Roughly 30% of cancer 

victims are affected by bad food habits [1]. Lung cancer has 

been, perhaps, the deadliest disease in the present decades. It 

has become one of the causes of death in both men and 

women. There are number of reasons causing lung cancer. 

Classification and prediction of early intervention of lung 

cancer is important. This paper to focuses on the various 

approaches that have been inferred lung cancer detection. 

Lung cancer [2] is one of cancers that prompts destruction. 

The lung diseases are the lethal issues which adversely affect 

the lungs since the medical conditions are unpredictable, 

especially in India. Lung cancer constitutes 12.8% of all 

cancer types around the world. Additionally, it constitutes 

17.8% of the cancer passing and it increases by 0.5% 
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consistently around the world. The cause of cancer in people 

addresses 38.6% for males, and 5.2% for females. 

Nonetheless, it is proposed that 15% of lung cancer patients 

live 5 years more. On the other hand, they can survive for a 

longer time if it is ruled out in the early stages [3], [4]. The 

two significant kinds of lung cancer [4] are Small Cell Lung 

Cancer (SCLC) and Non-Small Cell Lung Cancer (NSCLC). 

The latter that develops and spreads in different ways causes 

eventual death. The patients who have manifestations of both 

the cancer types, are called blended little cell/huge cell cancer. 

Non-Small Cell Lung Adenocarcinoma (NSCLA) is more 

normal than SCLC and it commonly develops and spreads 

more slower than SCLC.  

SCLC is connected with smoking elements and becomes 

develops quicker by shaping a huge cancer that can spread all 

through the body. Computer Aided Diagnosis (CAD) 

framework is extremely useful for doctors in detection and 

diagnosing anomalies prior and quicker [3] and it serves a 

second opinion and assessment for Medical Doctors (MD) 

prior to proposing a biopsy test. A few techniques are 

accessible for lung cancer detection. However, those 

techniques are costly, tedious and having less capability for 

detecting the lung tumor [4]. Hence, another prediction 

strategy is fundamental for predicting the lung cancer in its 

beginning stages. To diminish the preventable instances of 

cancer-related death and further develop the general robust 

framework, a more flexible and stronger innovation is 

required. Exactly, AI and data mining concepts can process 

robust data effectively. But the advanced data mining tools 

cannot be used without a proper training and expertise, which 

medical specialists don’t have. Therefore, the Adaboost 

method aims at making those methods accessible in a 

user-friendly manner. So this research aims at developing to 

predict lung cancer medical images in CT by using 1 to 10 

data mining algorithms [5], namely, Adaboost.  

 

II. LITERATURE SURVEY 

Agarwal et al. developed algorithm on ensemble data 

mining concepts on Seer Data for lung cancer prediction [6]. 

Zhou and Jiang [7] developed Artificial Neural Network and 

Decision Trees algorithm for survivability examination of 

breast cancer. Lundin et al. [8] introduced ANN on SEER 

data to anticipate the breast cancer’s endurance. Delen et al. 

[9] observationally presented three algorithms that are 

decision tree, neural networks and calculated relapse for 

foreseeing 60 months-long breast cancer’s endurance. They 

found that the decision trees show 93.6% precision, which is 

trailed by neural networks. 

Agrawal et al. [10] deliberated a clustering process utilized 

which was not exact in determining the breast cancer using 
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different data mining algorithms. This algorithm also 

adjusted and combined with Naive Bayes, reverse engineered 

artificial neural networks, C4.5, and decision tree for the 

breast cancer detection. Neural Network and Decision Trees 

show 86.7% and 86.5% classification accuracy in detecting 

the breast cancer. 

Punithavathy et al. [11] applied neural networks and 3D 

DenseNet algorithm to identify the lung cancer using 

Computed Tomography Images. These algorithms are 

applied in entire lung 3D images.  

Tekade et al. [12] elaborated two designs; the first, for 

classification and the second for finding the harm level of 

cancer. They have utilized straightforward thresholding, clear 

line, morphology disintegration and morphology shutting in 

preprocessing stages. 

Asuntha et al. [13] proposed a profound learning method 

for distinguishing and classifying the cancerous tissues. 

Computed Tomography images were used for Histogram 

Adjustment and classification to improve the accuracy. This 

proposed method shows 95.62% precision accuracy, 95.89% 

recall accuracy and 96.23% classification accuracy. 

Sasikala et al. [14] proposed Convolutional Neural 

Network-based methodology, which shows 69% sensitivity, 

69% specificity, and 87% classification accuracy. The input 

images were classified into two groups, such as T1-T2 or 

T3-T4 using CNN. 

Liu et al. [15] recommended a technique for developing 

the lung knob identification framework. They have used IoT 

(Internet of Things) concepts for detecting the lung cancer. 

Togacar et al. [16] proposed Convolutional Neural 

Network to identify the lung cancer. They have used more 

than 100 images in connection with 69 various patients.  

Dabeer et al. [17] implemented the Convolutional Neural 

Network algorithm to analyze cancer in histopathological 

images.  

Zhang et al. [18] developed a deep learning method to 

detect cancer in lungs. Serj et al. [19] suggested a deep 

convolutional neural network method for detecting the lung 

tumor cells. It shows a better classification result compared 

with the previous CNN based models [20], [21] by Rosetto et 

al. and Dou et al. 

Masood et al. [22] implemented their findings IoT and 

CNN based algorithms for recognizing the side effects of the 

lung cancer. Computed Tomography images were used in 

this research for detecting the cancer. 

P. Thamilselvan et al. [23] developed algorithms on 

Advanced Classification and Regression Tree (ACART) for 

detecting the cancer and classifying benign and malignant 

cancer tissues and Principal Component Analysis (PCA) 

algorithm for preprocessing the image.  

Chon et al. [24] recommended backpropagation neural 

network to recognize the cancer in its earlier stages. In the 

pre-processing stage, pixels in the CT images are changed 

into Hounsfield units for classification.  

Alakwaa et al. [25] developed 3D based Convolutional 

Neural Network to detect the lung cancer. Classification, 

Sampling, Normalization, and Zero Centering were used 

during the image processing stage. 

Teramoto et al. [26] implemented Deep-Based 

convolutional neural network to classify the lung cancer 

types. Gaussian algorithm and convolutional edges methods 

are used for systematic individual evaluation of health status 

of victim of cancer. The research has three layers: associated 

layers, convolutional layers and pooling layers. This 

proposed method shows 70% of classification accuracy by 

using Deep Convolutional Neural Network (DCNN). 

 

III. PROPOSED WORK 

In this paper, to evaluate the performance of the Adaboost 

algorithm, lung cancer images and non-lung cancer images 

are applied. The dataset contains 100 patients’ images which 

are gathered from different medical centers and hospitals in 

Tamilnadu. The whole dataset is now grouped as harmless or 

threatening, based on the opinions of the MDs. Fig. 1 shows 

an illustration of the test-gathered CT lung image dataset. 
 

 
Fig. 1. Sample-collected CT image dataset. 

 

This paper presents a technique for Computed Aided 

System supported framework to identify cancer tissues in CT 

images in the preprocessing stage. Profuse Clustering 

Technique (PCT) has been utilized to eliminate the unwanted 

noise in the cancer images by Thamilselvan et al. [27]. To 

recognize the cancer and group harmless or threatening 

images, Adaboost strategy was applied. Fig. 2 shows 

modules of the proposed framework. 
 

 
Fig. 2. Stages of proposed work. 

 

This structure edifies the difference of the CT images done 

utilizing preprocessing procedure is finished by Profuse 

Clustering Technique for noise removal in the image. After 

the removal of noise it is applied in Adaboost method to 

detect and classify the cancerous images. The Adaboost 

method tested using lung CT images to detect and classify the 

lung cancer images has been implemented by using 

Input lung CT images 

Preprocessing using PCT 

Method 

Detection and Classification of 

lung cancer using Adaboost 

Benign Malignant 
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Matlab10. 

A. Proposed Adaboost Algorithm 

AdaBoost likewise called Adaptive Boosting is a strategy 

in Machine Learning utilized as an Ensemble Method. It is a 

meta-calculation classifier, which prepares a few feeble 

classifiers and relegates a similar beginning load to each 

sample. After each round of preparing, the heaviness of 

sample will be changed according to a sample mistake rate. 

Expanding the heaviness of some unacceptable sample to 

stand out enough to be noticed in ensuring sample. As per the 

above interaction, k feeble learners are acquired through 

iterative preparation. At last, one performs a weighted blend 

to get a solid learner. The working process of Adaboost 

technique is displayed in Fig. 3. 
 

 
Fig. 3. Working structure of Adaboost. 

 

It settles on 'n' number of choice trees during the data 

preparing period. As the principal choice tree/model is made, 

the inaccurately grouped record in the primary model is given 

need. Just these records are sent as contribution for the 

subsequent model. The interaction continues until we 

determine various base model that need to make. Keep in 

mind, redundancy of records is permitted with all the helping 

methods. 

This Fig. 3 shows how the principal model is made and the 

mistakes from the main model are noted by the calculation. 

The record which is mistakenly grouped as a contribution to 

the following model. This interaction is rehashed until the 

predefined condition is met. As you can find in the figure, 

there are 'n' number of models made by taking the mistakes 

from the past model. This are the means by which supporting 

can work. The models 1,2, 3…, N are individual models that 

can be known as choice trees. A wide range of supporting 

models work on a similar rule. 

 

Given(x1;y1),…(xm,ym), xi€yi∑Y={-1,1}. 

Initialize D1(i)=1/m 

For t=1….T: 

1. Train the weak classifier using Di 

2. Get weak hypothesis ht:X→{-1,1}error  

    ∑kht(xi)≠yiDt(xi) 

3. Choose ἀt=1/2log(1-Et/ei) 

4. Update 

 Dt+1(i) =Dt(i)/Zt 

5. Output H(x)= sign(∑Tt=1ἀtht(x)). 

 

Code 1: Pseudocode for boosting algorithm Adaboost 

 

IV. RESULTS AND DISCUSSION 

In this work, an improved Adaboost Algorithm has been 

developed for identifying non-small lung cancer cells and 

small scale lung cancer cells. The performance of Adaboost 

Algorithm is tried more than 100 of cancer and non-cancer 

CT images and it is shown in Fig. 1, Figs. 4.a. to Fig. 4.d. The 

insightful cycle is accurately performed by following 

exactness formula. 

 

% Accuracy = [(TP+TN) / (TP+TN+FP+FN)] x 100% 

 

where, 

 

TP = True Positives 

TN = True Negatives 

FP = False Positives 

FN = False Negatives 

 

In this work, the result of detecting the cancer is 

magnificently improved using the Adaboost Algorithm. The 

Fig. 4a) to 4d). shows detected cancerous cells in CT images 

by using the proposed Adaboost method. 
 

 
a) 

 
b) 

 
c)  

 
d) 

Fig. 4. a) Non-small cell lung cancer; b) Small cell lung cancer; c) Non-small 

cell lung cancer; d) Small cell lung cancer. 

International Journal of Computer Theory and Engineering, Vol. 14, No. 4, November 2022

151



  

Figs. 4a) to Figs. 4d) show sample detected lung cancers in 

CT images as small cancer (benign) and non-small 

(malignant) cancer by using the Adaboost method. The 

outcome of this work shows that the CT image dataset that 

have benign or malignant lung that are classified by the 

adaboost classifier. The results of the Adaboost method show 

98.46% efficiency. 
 

 
Fig. 5. Types of lung cancer. 

 

Fig. 6 show a result of the proposed Adaboost method. Fig. 

6a) shows training dataset, Fig. 6b) shows training data with 

classification, Fig. 6c) shows classification errors and 

number of weak classifications, Fig. 6d) shows test data 

result. In Fig. 6d). the red color cells shows the malignant 

cells and blue colour cells show the benign cells with 

classification result.   
 

 
 

 
a) 

 
b) 

 
c) 

 
d) 

Fig. 6. Result of Proposed Adaboost method benign and malignant cells. 

a) training data; b) Training data with classified Adaboost model;  

c) Classification error versus number of weak classifiers; d) Test data 

classified with Adaboost model. 

 

A. Performance Analysis 

In this section, to calculate the performance of proposed 

Adaboost Algorithm it is compared with different data 

mining algorithms such as KNN [28], SVM [29], Decision 

Tree [30], MLPNN (Multilayer Perceptron Neural Network) 

[31], and CNN (Convolutional Neural Network) [32] as in 

Fig. 7.  

 

 
Fig. 7. Performance analysis of proposed Adaboost method. 

Two Types of Lung Cancer  
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Small Cell Carcinoma 
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From Figs. 6 and Fig. 7, Classification Accuracy of 

Proposed Adaboost method is compared with various mining 

algorithms to demonstrate a better classification accuracy 

higher than the rest.  

 

V. CONCLUSIONS 

In this research, the proposed Adaboost method has been 

implemented for detecting and classifying CT lung cancer 

images with benign and malignant classes. Based on the 

result and performance analysis results, the proposed method 

is efficient for detecting cancer, and it also classifies the 

benign (small cell) and malignant (non-small cell) cancer in 

CT images. The proposed Adaboost method achieves 98.46% 

classification accuracy, above which it segments to benign 

cells and malignant cells correctly. The classification 

accuracy of the proposed Adaboost algorithm shows a better 

accuracy as well as a low misclassification rate of 1.54%. 

This paper has not been concentrated on processing time 

which means how much time is taken for detecting the lung 

cancer. Moreover, this proposed algorithm can be further 

extended for other issues such as brain tumor detection, 

breast cancer and so on.   
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